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Abstract— The COVID-19 pandemic has caused a global
public health crisis, leading to increased costs for operating
essential quarantine facilities and risks of infection for medical
staff. To address these issues, we have developed a non-contact
delivery robot, UTD-pro, that can deliver food and supplies to
patients in an isolated residential treatment center. In case of
emergency situations such as communication failure with the
control system or malfunction of specific modules, the non-
contact delivery robot should be able to perform commands
robustly or return home. Otherwise, as before, medical staffs
may have to enter the high-risk environment again. In this
paper, we propose a flexible and robust remote control system
and a robot task management system that enables the robot to
execute commands correctly. Our robot task manager allows
for autonomous task execution with a single command from the
remote control system. Each robot task operates independently,
allowing users to change task plans flexibly during robot
operation. The sensor data communication and task execution
communication processes are also independent, preventing any
issue in one process from affecting the other. By applying
our system to the robot, we conducted a long-term delivery
experiment for a total of 7.723km for 79 days, and achieved
125 successes out of 149 trials. This experiment proves that our
system can lead to stable delivery processes and contribute to
the high reliability of the control system and the robot task
manager.

I. INTRODUCTION

The COVID-19 pandemic has resulted in a significant
number of patients worldwide and had a huge impact on
our daily lives. Due to the contagious disease, people started
to reduce direct contact among humans and this has become
an opportunity to actively apply engineering technology in
our daily lives [1]. To minimize direct contact and protect
mental and physical health during the COVID-19 outbreak,
various contactless delivery robots [2]–[4] and social robots
[5] have been researched. In addition, medical robots for
treating COVID-19 patients have also been researched [6]. In
addition to medical robots, quarantine facilities have become
essential to prevent further spread of viruses. However,
operating isolation facilities has raised new issues such as
the risk of infection for medical professionals and the cost
of personnel and management. To solve these problems,
research on delivery robots for food and medical supplies
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Fig. 1: UTD-pro is a non-contact delivery robot that can
deliver lunch boxes and items to isolated residential treatment
centers without requiring any physical contact. The robot can
deliver twenty items in total on each round. It is equipped
with wheels for mobility, a camera for table detection, and
an arm for moving items.

within isolation facilities and hospitals has been conducted
[7], [8].

Researchers are studying various delivery robots to alle-
viate people’s inconveniences. These robots include delivery
robots that help deliver heavy packages to customers’ homes
to reduce the effort of postal delivery [9] and robots that
deliver food to customers from restaurants to assist employ-
ees [10], [11]. Since these mobile robots perform planned
tasks based on human commands, communication with the
control system for receiving human commands and the robot
task manager system play a crucial role. There have been
many studies on the remote control of robots by humans.
Some studies have used Android in the control system [12],
and there are also cases of incorporating Google Glass
[13]. There are also studies that use various communication
methods such as Wi-Fi and Bluetooth to remotely control
robots [12], [13], systems based on cloud platforms [14], and
research based on ROS interface [15]. All of them have the
common goal of remotely controlling and monitoring robots.

We have developed a non-contact delivery robot, UTD-
pro, to deliver food and supplies to isolated patients. The
delivery robot must be able to move to its destination on its
own and perform the planned service at the correct location.
In this paper, we propose a flexible task manager and a
remote control system to enable efficient and robust work
in isolation facilities.
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Fig. 2: System overview of our proposed approach. The con-
trol system consists of a web frontend and a backend. Users
can send commands through the control system frontend,
and the control system backend can send them to the robot
task manager. A robot task manager can also sends its status
information to the control system backend.

As our main contribution, we present:
• UTD-pro can perform tasks and return home au-

tonomously without continuous communication with the
remote control system.

• The robot task manager has various subtasks that can
run multiple processes within the robot, and these
subtasks can be assembled freely to perform various
tasks.

• Each subtask runs independently, allowing for fault
tolerance, and enabling the user to modify the task plan
during the process.

• The robot sends sensor data to the user online. We
propose a method that operates real-time sensor data
transmission process independently of communication
with the control system to avoid interfering with the
robot’s robust task performance.

We conducted a long-term delivery experiment for 79 days
using UTD-pro, and demonstrate the flexible and robust task
performance and stability of the robot.

II. METHOD

A. Overall Structure

UTD-pro has been designed to deliver multiple lunch
boxes and items to the user’s designated location through
contactless delivery. When a user sends a command, the robot
must move to the correct location and deliver a large quantity
of items to the appropriate table. To accomplish this, the
robot system is equipped with a forward-facing camera, 2D
LiDARs, wheel parts and a driving system, for navigation
to the destination, as shown in Fig. 1. Additionally, the
robot system includes a vision system consisting of a camera
capable of recognizing a table for placing items, twenty trays

Robot
Task Manager

Driving Process

Vision Process

Manipulate Process
Control Server

DELIVER Task
[Place 01, Tray 01]

MOVE Subtask

Send      :  Move to Place 01
Receive :  Arrived to the goal

VISION Subtask

Send      :  Detect the table
Receive :  Table Position value

MANIPULATE Subtask

Send      :  Table Position value
Receive :  Finished

ROBOT SYSTEM
[ROS Communication]

Sequence of subtasks executed by the task manager

Fig. 3: Once the robot task manager receives a command
from the control system backend, it proceeds to execute the
command with other processes. The robot task manager must
receive a response from the respective process in order to
proceed to the next subtask.

for loading the items, and a robot arm system for retrieving
items from the tray and placing them at the desired location.

The entire system for operating the robot is composed
of a remote control system and a internal task manager, as
shown in Fig. 2. The control system consists of a control
system web frontend that enables users to send commands
conveniently and a control system backend that serves as
an intermediary between the user and the robot. Commands
sent by the user are transmitted to the robot’s task manager
through the control system backend. The task manager
breaks down the assigned task sequence into smaller, more
specific subtask sequences and sends appropriate commands
for each subtask stage, allowing the robot to perform its
work accordingly. Examples of subtask processes include the
robot’s navigation, vision, and manipulation parts.

While the robot is performing the subtask sequence, the
task manager sends real-time information about the robot’s
current status to the monitoring system. The monitoring
system can display this information to the user in real-time
and store it in a database for later use in improving and
providing feedback on the robot system. The control system
web frontend can also show the robot’s sensor data online.
After completing the delivery, the robot returns to home on
its own to prepare for the next delivery or charge its battery.
The remote control system backend can manage multiple
robots with the same task manager process, and the user
can send different commands to each UTD-pro as needed.
In addition, multiple users can make requests to the robots
by accessing the backend system with various devices.

B. Robot Task Manager

The task manager of the robot receives a task sequence
from the control system and breaks it down into appropriate
subtasks. For example, if it receives a DELIVER task,
the task is specified into several detailed subtasks such as

465

Authorized licensed use limited to: Korea Institute of Science and Technology. Downloaded on November 14,2023 at 05:07:07 UTC from IEEE Xplore.  Restrictions apply. 



(a) Multiple task sequence

(b) Generating various tasks

Fig. 4: Example of a task sequence and subtasks (a) It is
possible to compose a sequence of tasks continuously, using
the same subtasks. (b) The created subtasks can be freely
reused and assembled to create various tasks.

MOVETO, DETECT, and MANIPULATE. It is possible to
create tasks by combining various subtasks in different ways,
and new subtasks can be easily created if necessary. The task
manager sends commands to other processes to execute the
planned subtasks in order. Communication with processes
takes place within the ROS(Robot Operating System) inter-
face.

An example process of executing a single DELIVER task
in the task manager is shown in Fig. 3. The task manager
sends a command to the driving process to move to Place 01
to execute the first subtask, MOVETO. The driving process
travels to the stored location of Place 01 and sends real-
time driving information to the task manager. When the
destination is reached, an arrival message is sent, and the
task manager sends a message to the vision process to
detect the table for the next DETECT subtask. The vision
process detects the table within the camera field of view
and calculates the coordinates. The calculated coordinates
are sent to the task manager, which then sends the table
coordinates to the manipulate process to perform the next
subtask. After completing the task of moving the object, the
manipulate process sends an arm status to indicate that the
command has been completed, and the task manager moves
on to the next subtask or completes the task sequence.

Fig. 4(a) shows a task sequence for delivering items in
trays 01∼04 to Place 01∼04, respectively. When continuous
DELIVER task commands are received in the control system,
the same subtask sequence is repeated, but the tray number

to retrieve the delivery location and item should be assigned
differently. This is because different option values can be
applied even when reusing the same subtask. Lastly, there
is a task to return HOME. The HOME task consists of
only one MOVETO subtask and can be used when only
moving to the home location is required. The reason why
customization is possible, such as with the HOME task, is
that tasks can be created by combining subtasks as desired, as
shown in Fig. 4(b). By flexibly changing tasks and subtasks
like building blocks, a new task sequence can be created
every time depending on the delivery environment and robot
situation. For example, if the robot needs to take an elevator
by itself, a new subtask can be created to call the elevator and
move to another floor, and then combined with the MOVETO
subtask.

The robot task manager sends a command to another
process only once when starting subtask execution, without
continuously sending command data. This was designed to
prepare for cases where even communication between pro-
cesses within the robot cannot be guaranteed to be absolutely
stable. The reason why the entire task can be carried out
with only a small amount of essential data transmission is
that the vision and manipulation processes are designed to be
robust against situational changes. Even if the table’s position
changes, the vision process can robustly detect the table, and
the manipulation process can move the item flexibly based on
the coordinate results. As a result, the task manager can carry
out the entire task robustly by transmitting only necessary
information to other processes, thus reducing the burden on
communication.

C. Control System Backend

The control system backend serves as an intermediary
between the robot task manager and the control system
web frontend, communicating via TCP/IP and socket.io,
respectively. It receives user requests from the web frontend,
sends a list of tasks in JSON format for achieving the user’s
requests to the robot task manager, and stores the status
information periodically sent by the robot in the database,
which is then forwarded to the control system web frontend.

Continuous communication between the control system
backend and the task manager is not required, as the robot
can perform its tasks autonomously without any additional
control. While consistent communication is crucial when
sending detailed command data in a control system, minimiz-
ing the need for continuous communication enables the robot
to perform tasks robustly, even in an unstable communication
environment. This is possible because the robot task manager
can break down the received task sequence commands into
subtasks, assemble them, and perform the necessary tasks
by itself without relying on constant communication with
the control system backend.

Once communication between the control system backend
and the robot is established, status information is received
from the robot at regular intervals, and all data is stored
in a MySQL database. The status information includes the
robot’s ID, user command, floor ID, battery status, and
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Fig. 5: Web frontend of the control system enables users
to send commands to the robot and monitor the status of
its execution. Real-time sensor data feed from the robot can
also be accessed through WebRTC.

current pose, as well as the current task, current subtask,
amount of total task, whole task list, and detailed progress
information (arm axis, tray status, arm status, delivery check
result, and navi status) for each process. The stored data is
utilized for analyzing problems and processing times that
occurred during the service.

D. Control System Web Frontend

The control system web frontend consists of buttons and
blank spaces, as shown in Fig. 5, to enable users to easily
send commands and display the current status of the robot.
The web frontend sends a task sequence to the control system
backend. Each task in the task sequence includes detailed
option information on the place to deliver and the tray
number in which the item to be delivered is. The robot’s task
manager can process this information properly by knowing
only the delivery area number, allowing the driving process
to reach the correct destination and complete the delivery.
In addition, the command is flexible because the number
of delivery destinations can be set freely within a limited
number of trays, and the delivery destinations can also be
set arbitrarily.

Users can intervene during the robot’s command execu-
tion. In case of emergencies or changes of mind, they can
send a stop command or delete the task list and modify the
plan from the control system web frontend. Each subtask
managed by the task manager is an independent process,
so any problems with a specific subtask will not affect the
operation of other subtasks. Additionally, the task manager

Real-time 
robot sensor data

Signaling

WebRTC Server

Robot
Sensor Data

Sender

User
Frontend

Signaling

Fig. 6: P2P communication can be achieved through We-
bRTC. The robot and the user frontend establish an initial
connection through signaling, and subsequently exchange
data directly with each other.

HOME

Place 1

Place 2 Place 3

Place 4

Fig. 7: The delivery experiment map includes four delivery
points and HOME. The robot is tasked with delivering the
correct tray of items to all delivery points and returning to
HOME.

has the feature of freely reorganizing subtasks according
to the situation. Therefore, if a problem occurs during the
robot’s task execution, the user can intervene and make new
changes to the current subtask plan. In this way, users can
flexibly execute commands and respond to changes using the
task manager in any situation.

E. Real-time Communication of Sensor Data

In the control system web frontend, real-time sensor data
of robots can be received as shown in Fig. 6. The web
frontend is directly connected to the robot via WebRTC (Web
Real-Time Communications) [16]. WebRTC is a technology
that enables P2P connection between browsers without the
need for intermediaries such as servers, except for the initial
connection. P2P connection ensures fast speed since the de-
vices are directly connected, and it provides security against
intermediary attacks because HTTPS is enforced. Transmit-
ting and receiving sensor data via P2P means that it is inde-
pendent of the communication between the control system
backend and the robot task manager. This parallel commu-
nication method reduces the burden on the control system
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(a) Delivery log for successful cases

(b) Delivery log for failed cases

Fig. 8: Example of delivery logs, (a) Based on the logs
recorded in the database, the analysis of successful delivery
cases can be performed. (b) By analyzing the results of
delivery failures recorded in the database, the cause of errors
can be inferred.

backend server, and even if the communication process is
interrupted, it does not affect the communication between the
control system backend and the robot task manager, allowing
the robot to perform tasks robustly. Conversely, even if the
communication between the control system and the robot
is interrupted, P2P data transmission and communication
remain active, enabling the current situation of the robot to
be grasped.

III. RESULTS

We conducted a long-term experiment to demonstrate
the reliability of our delivery robot system. The scenario
involved users sending a job sequence to the robot, which
would then depart from home and deliver lunch boxes to
tables at Place 01-04, before returning to the home location,
as shown in Fig. 7. The experiment lasted for a total of 79
days, during which the robot delivered approximately 7.723
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Fig. 9: Data analysis for the long-term evaluation, (a) Dis-
tance traveled for a task sequence (b) Working time for a
task sequence (c) Correlation between distance traveled and
travel time of a MOVE subtask (d) Speed histogram of a
MOVE subtask (e) Time histogram of a DETECT subtask
(f) Time histogram of a MANIPULATE subtask

km. We attempted the experiment 149 times and achieved
125 successful deliveries. Fig. 8(a) shows an example of
the control system log for the 125 successful deliveries. For
each delivery experiment, the distance traveled by the robot
and the time taken to complete the entire set of commands
are calculated. Fig. 8(b) shows the robot status information
for the remaining 25 failed cases. The failure cases log
records what the robot was doing and under what conditions
it stopped working or malfunctioned. By analyzing the robot
status information for the failed cases, we were able to infer
what the robot was doing when it stopped or malfunctioned,
and why it stopped. The reasons for failure were largely
attributed to issues with USB connectivity. We were able
to resolve all the causes of the problem by analyzing the
robot status information for the failed cases. In addition, there
were no issues caused by the proposed control system and
robot task manager process. Through this experiment, we
demonstrated the robustness of the control system and the
robot task manager.

Fig. 9(a)-(f) show the results of the analysis conducted on
successful delivery cases during the long-term experiment.
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Fig. 9(a) represents the distance traveled data, indicating the
distance covered by the robot during the execution of a task
sequence. The robot traveled approximately 62m per task
sequence and carried out deliveries. Fig. 9(b) displays the
time taken to execute a task sequence command. If the robot
was not obstructed while delivering items to four locations,
it usually took around 450 seconds. It can be known that it
takes about 100 seconds to move to the delivery point once
and to move the lunch boxes. The reason for the decrease in
working time from the 16th experiment is that we increased
the driving speed and manipulation speed. Fig. 9(c) is a
scatter plot created using distance and travel time data for
each MOVE subtask. Fig. 9(d) shows that the robot’s average
speed is mostly around 0.2-0.3 m/s, calculated by dividing
the travel distance by the travel time. Fig. 9(e) indicates that
it took around 2.8-3.3 seconds on average to detect the table.
Fig. 9(f) shows that it takes approximately 35-44 seconds to
move the items once, depending on the tray number, as the
robot arm goes up and down at different heights, causing
a slight difference in the time required. Through the long-
term experiment, we were able to analyze the approximate
processing time and performance of each subtask process
for numerous cases, understand how to improve our system
to address occasional error situations, and demonstrate the
robustness of our control system and the robot task manager.

IV. CONCLUSIONS

The increase in the number of COVID-19 infected patients
has highlighted the importance of isolated residential treat-
ment center, but this has led to problems such as the risk of
infection for medical staff, as well as the cost of management
of these facilities. Therefore, we have developed a non-
contact delivery robot, UTD-pro, that can deliver food and
supplies to isolated patients. In this paper, we propose a
flexible control system and task manager that can help
the robot complete deliveries and return home robustly in
environments that are vulnerable to infection and where
humans cannot enter. The robot task manager can flexibly
assemble independent subtasks to create a task. It enables the
robot to complete deliveries without the need for continuous
communication with the control system, while also allowing
for flexible modification of a task plan by the user. Fur-
thermore, the sensor data communication process operates
independently of the task execution process, allowing for
more robust task performance without mutual interference.
We have demonstrated the stable delivery capability of the
robots task manager and the control system through long-
term experiments.

If communication between the control system and the
elevator becomes possible, we plan to expand the system
to allow the robot may be able to call the elevator and move
to other floors to provide service, rather than being limited
to the floor they are currently on. This would enable faster
delivery services without the need for the robot to visit home
or for the user to manually move the robot to a different
floor. From now on, we plan to develop a system in which
robots will autonomously move to different floors to perform

deliveries and return to the home location. This process will
involve generating and combining subtasks related to calling
elevators, changing floors, and updating maps specific to each
floor for navigation.
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